


Main issues 

ÅEffect-size ratio 

ÅDevelopment of protocols and improvement 

of designs 

ÅResearch workforce and stakeholders 

ÅReproducibility practices and reward 

systems 



Effect-size ratio 
ÅMany effects of interest are relatively small. 

Å Small effects are difficult to distinguish from biases.  

ÅThere are just too many biases (see next slide on mapping 235 

biomedical biases). 

Å Design choices can affect both the signal and the noise.   

Å Design features can impact on the magnitude of effect estimates.   

Å In randomized trials, allocation concealment, blinding, and 

mode of randomization may influence effect estimates, 

especially for subjective outcomes.  

Å In case-control designs, the spectrum of disease may influence 

estimates of diagnostic accuracy; and choice of population 

(derived from randomized or observational datasets) can 

influence estimates of predictive discrimination. 

Å Design features are often very suboptimal, in both human and 

animal studies (see slide on animal studies). 
 

 



Chavalarias and Ioannidis, JCE 2010 

Mapping 235 biases in 17 million Pub Med papers 



Very large effects are extremely uncommon 





Effect-size ratio ï options for 

improvement 
ÅDesign research to either involve larger effects and/or diminish 

biases.  

Å In the former case, the effect may not be generalizable. 

Å Anticipating the magnitude of the effect-to-bias ratio is needed 

to decide whether the proposed research is justified.  

ÅThe minimum acceptable effect-to-bias ratio may vary in 

different types of designs and research fields.  

Å Criteria may rank the credibility of the effects by considering 

what biases might exist and how they may have been handled 

(e.g GRADE).  

Å Improving the conduct of studies, not just reporting, to 

maximize the effect-to-bias ratio. Journals may consider setting 

minimal design prerequisites for accepting papers. 

Å Funding agencies can also set minimal standards to reduce the 

effect-to-bias threshold to acceptable levels. 



Developing protocols and 

improving designs 

ÅPoor protocols and documentation 

ÅPoor utility of information 

ÅStatistical power and outcome 

misconceptions 

ÅLack of consideration of other evidence 

ÅSubjective, non-standardized definitions 

and óvibration of effectsô 



Options for improvement 

ÅPublic availability/registration of protocols or 

complete documentation of exploratory process 

ÅA priori examination of the utility of information: 

power, precision, value of information, plans for 

future use, heterogeneity considerations 

ÅAvoid statistical power and outcome 

misconceptions 

ÅConsideration of both prior and ongoing evidence 

ÅStandardization of measurements, definitions and 

analyses, whenever feasible 

 



Research workforce and 

stakeholders 
ÅStatisticians and methodologists: only sporadically 

involved in design, poor statistics in much of research 

ÅClinical researchers: often have poor training in research 

design and analysis 

ÅLaboratory scientists: perhaps even less well equipped in 

methodological skills.  

ÅConflicted stakeholders (academic clinicians or laboratory 

scientists, or corporate scientists with declared or 

undeclared financial or other conflicts of interest, ghost 

authorship by industry) 



Options for improvement 

ÅResearch workforce: more methodologists should be 

involved in all stages of research; enhance communication 

of investigators with methodologists.  

ÅEnhance training of clinicians and scientists in quantitative 

research methods and biases; opportunities may exist in 

medical school curricula, and licensing examinations 

ÅReconsider expectations for continuing professional 

development, reflective practice and validation of 

investigative skills; continuing methodological education.  

ÅConflicts: involve stakeholders without financial conflicts 

in choosing design options; consider patient involvement 

 



Reproducibility practices and 

reward systems 
Å Usually credit is given to the person who first claims a new discovery, 

rather than replicators who assess its scientific validity.  

Å Empirically, it is often impossible to repeat published results by 

independent scientists (see next 2 slides). 

Å Original data are difficult or impossible to obtain or analyze.  

Å Reward mechanisms focus on the statistical significance and 

newsworthiness of results rather than study quality and reproducibility.  

Å Promotion committees misplace emphasis on quantity over quality.   

Å With thousands of biomedical journals in the world, virtually any 

manuscript can get published. 

Å Researchers are tempted to promise and publish exaggerated results to 

continue getting funded for ñinnovativeò work.    

Å Researchers face few negative consequences result from publishing 

flawed or incorrect results or for making exaggerated claims.  



Prinz et al., Nature Reviews Drug Discovery 2011 

A pleasant surprise: the industry 

championing replication 



Repeatability 





Options for improvement 

ÅSupport and reward (at funding and/or publication level) 

quality, transparency, data sharing, reproducibility 

ÅEncouragement and publication of reproducibility checks 

ÅAdoption of software systems that encourage accuracy and 

reproducibility of scripts. 

ÅPublic availability of raw data 

ÅImproved scientometric indices; reproducibility indices. 

ÅPost-publication peer-review, ratings and comments 

 

 



Science, December 2, 2011 



Levels of registration 

ÅLevel 0: no registration 

ÅLevel 1: registration of dataset 

ÅLevel 2: registration of protocol 

ÅLevel 3: registration of analysis plan 

ÅLevel 4: registration of analysis plan and 

raw data 

ÅLevel 5: open live streaming 



Recommendations and 

monitoring 




